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ABSTRACT

Cold-core anticyclones are a dominant feature of the circulation in the high latitudes during the cold half of
the year. This paper focuses on how the radiative cooling associated with the formation of continental polar air
masses contributes to the anticyclogenesis. The processes occurring in cold-core anticyclones are investigated
with a nonlinear axisymmetric numerical model. The model experiments employ three different types of radiative
cooling parameterization: 1) externally specified radiative cooling rates; 2) internally determined radiative cooling
rates with all condensed water assumed to fall out immediately, not affecting the radiative transfer (after Wexler);
and 3) fully interactive calculation, whereby the radiative effects of the condensate that forms in the cooling air
are included (Curry). The following physical processes are considered in the fully interactive calculation: 1)
condensation of water vapor and freezing of liquid water; 2) radiative transfer from water vapor, CO,, liquid
water drops, and ice crystals; 3) gravitational fallout flux of water drops and ice crystals; and 4) surface enthalpy
flux, including the heat received at the surface from the underlying snow/ice.

The model results show that after 5 days of integration, the central surface pressure increase is 7 mb for
Wexler’s cooling mechanism, and 10 mb for Curry’s cooling mechanism. A positive feedback loop is shown to
exist between the formation of condensate in the cooling air and anticyclogenesis; radiative cooling from con-
densate enhances anticyclogenesis; and the large-scale meridional circulation associated with anticyclone re-
plenishes the moisture in the layer of condensate, thus enhancing the radiative cooling, Results from the ex-
periments employing externally specified radiative cooling rates show that the central surface pressure increase
is largest for (i) increased amount of cooling; (i) increased horizontal extent of the cooling; (iti) decreased vertical

extent of the cooling; (iv) decreased friction; and (v) increased latitude.

1. Introduction

This research examines the role of radiative cooling .

in the formation of anticyclones in the high latitudes
during the cold half of the year. Relatively warm mar-
itime polar (mP) air moving over a snow/ice surface
will be transformed into continental polar (cP) air by
radiative cooling; this transformation can contribute
to anticyclogenesis. Following Wexler (1951), the shal-
low anticyclones associated with cP air masses are re-
ferred to here as “cold-core” anticyclones. The char-
acteristics of cold-core anticyclones are described by
Wexler (1951) and Keegan (1958). These anticyclones
are typically observed to form in the source regions for
cP air during the cold half of the year: Antarctica,
Greenland, the Arctic Ocean, the Beaufort and Chuk-
chi Seas, Siberia, and North America. While these an-
ticyclones show certain preferred geographical loca-
tions, they are by no means permanent or stationary.
Surface pressure increases in cold-core anticyclones are
typically 3 mb day™!, although values as high as 33 mb
day™! have been observed in Alaska (Bodurtha, 1952)
when upper air convergence is combined with the ra-
diative cooling.

Compared with the voluminous research on cy-
clones, anticyclones have been relatively neglected, al-
though recent literature has emphasized the importance
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of anticyclones in determining daily temperature
changes (Dallavalle and Bosart, 1975), influencing cy-
clones (Boyle and Bosart, 1983), and also in atmo-
spheric blocking (e.g., Egger, 1978). That anticyclones
are still not well understood is indicated by the studies
of Colucci and Bosart (1975) and Grumm and Gyakum
(1986), who analyzed the prognoses of the National
Meteorological Center forecasts for North America and
found a general underestimate by the model of the sur-
face pressure of wintertime anticyclones. In addition,
Herman and Johnson (1980) state that a deficiency of
nearly all general circulation models is that the breadth
and intensity of the Siberian anticyclone is seriously
underestimated. Herman and Johnson suggest that this
results from an unrealistically positive surface radiation
budget and also from the model’s failure to resolve the
vertical distribution of radiative cooling.

The first paper to examine quantitatively the for-
mation of cold-core anticyclones was Wexler (1937).
Wezxler’s model is based on the reasoning that if the
radiative cooling associated with the formation of cP
air is confined to a restricted area, it will be accom-
panied by a lowering of the isobaric surfaces. A com-
pensating inflow of air from adjacent regions will occur,
causing the surface pressure to rise. Wexler’s calcula-
tions showed the rate of pressure increase at the pole
after 26 days to be 8 mb day'; in earlier stages of the
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anticyclogenesis the pressure increase was even larger,
resulting in a very unrealistic pressure increase. Sub-
sequent to Wexler’s paper, very littie research has ad-
dressed this problem directly, although some theoretical
work regarding the influence of heating on large-scale
atmospheric circulations is relevant to the anticyclo-
genesis problem, particularly the work of Eliassen
(1952) and Smagorinsky (1953). However, the appli-
cation of this research to the role of radiative cooling
in the formation of cold-core anticyclones has hitherto
not been made.

The recent work of Curry (1983; hereafter referred
to as C83) on the formation of cP air has suggested
potentially complicated interactions occurring between
radiative cooling, the dynamics, and the humidity field
during the formation of cold-core anticyclones. Using
a simple one-dimensional model, C83 found the mod-
eled formation of cP air to be dominated by the radia-

- tive cooling due to emission by the water droplets and
ice crystals that form in the cooling air. Condensation
in cP air masses has been observed by Takeda et al.
(1982) over Canada, Smiley et al. (1980) over Antarc-
tica, Gotaas and Benson (1965) over Alaska, and by
Khrghian (1977) over Siberia. Figure 1 illustrates the
time evolution of the modeled cP air for the baseline
case from C83, without turbulent mixing and subsi-
dence. During the first 5 days of cooling, the modeled
condensate is divided into two layers, an upper water
cloud and an underlying layer of ice crystals extending
down to the surface. As the cooling progresses the layer
of condensate grows, with the level of maximum cool-
ing concentrated near the top of the condensate. The
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Fi1G. 1. Evolution of the vertical temperature profile during the
formation of continental Polar air, using the one-dimensional model
of Curry (1983). Profiles are given bidaily over a two-week period.
Thin line—clear air; thick line—water drops; and dashed line—ice
crystals.
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cooling is ultimately limited by heat flux through the
snow/ice and by the depletion of water from the at-
mosphere due to gravitational settling of the ice crystals.
The modeled rate of cooling was shown to be very
sensitive to the amount of condensed water in the at-
mosphere. Condensate was produced in the model pri-
marily by radiative cooling, and was depleted from the
atmosphere primarily by gravitational settling. A crude
parameterization of the large-scale motion field asso-
ciated with an anticyclone was made in the model by
appending a subsidence term. Subsidence was found
to modify the formation of cP air primarily by reducing
the supply of moisture for condensation, and thus in-
fluencing the radiative cooling.

In this paper the role of radiative cooling is postu-
lated to contribute to anticyclogenesis by creating a
meridional circulation linking the cold cP air and the
warmer outlying air. This process is investigated using
a circular symmetric numerical model based on the
primitive equations, and including the detailed model
physics described by C83. The geometry of the model
consists of a circular ice pack surrounded by open wa-
ter. The simplified geometry of this model is desirable
since the model results are easily interpreted and a
simple conceptual model may be presented; however,
it is noted here that topography and the three-dimen-
sional geometry of the source regions associated with
the formation of cP air may be significant factors in
this problem.

The model experiments presented in this paper are
divided into three parts. The first part consists of a
series of experiments made using externally specified
cooling rates. The goal of these experiments is to test
the sensitivity of the anticyclogenesis to such factors
as the horizontal extent of the cooling, the vertical dis-
tribution of the cooling, the amount of the cooling, the
effects of friction, and the role of latitude. The results
of the specified cooling rate experiments aid in inter-
preting the results from the more complicated inter-
active model runs. The second part consists of a single
experiment where the radiative cooling rates are inter-
nally determined, except that any condensate that
forms is assumed to immediately fall out, not inter-
acting with the radiative cooling. This condition is the
same as that imposed by Wexler (1937) in his calcu-
lation. Finally, the third part consists of a fully inter-
active calculation aliowing the condensed water to in-
teract radiatively with the atmosphere, according to
the mechanism described by C83. This fully interactive
calculation allows a determination of the effects of the
complicated distributions of radiative cooling typical
of the formation of cP air on anticyclogenesis to be
determined, as well as the effects of the anticyclogenesis
on the air mass modification process itself.

2. The model

In choosing a model to describe the anticyclogenesis,
a balance must be made between economy of com-
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puting, inclusion of important physical processes, and
ease of interpreting the model results. The following
specific factors determined the model choice:

1) A mature anticyclone is almost certainly in a
quasi-balanced state (gradient wind balance), and a
balanced model should be adequate for its description.
However, an important aspect of this study is the gen-
esis of anticyclones, and it is questionable whether a
balanced model is appropriate for an event in which
cooling commences abruptly, almost independently of
any deep tropospheric circulation. Meridional accel-
erations may also be required to balance the mass and
velocity fields for certain scales of cooling, particularly
as the horizontal scale of cooling is decreased. When
a large amount of cooling is concentrated horizontally,
the local pressure cannot increase in proportion to the
cooling; otherwise the pressure gradient would exceed
the maximum value allowed in a balanced anticyclone

2
ar 4
which is derived from the gradient wind relation (Hol-
ton, 1971, p. 43). (All symbols are defined in the Ap-
pendix.) As this limit is approached the vortex becomes
inertially unstable with large meridional accelerations,
and gravity-inertia waves act to redistribute the energy
both vertically and horizontally. To allow meridional
accelerations, the hydrostatic primitive equations are
employed; no a priori assumption of a balanced state
is made.

2) In C83 it was shown that an accurate description
of the radiative processes occurring in the formation
of cP air requires high vertical resolution. In addition
the analysis made by Herman and Johnson (1980) re-
garding the failure of a GCM to reproduce the intensity
of the Siberian anticyclone suggested that this failure
may be a result of inadequate vertical resolution.
Therefore high vertical resolution is used in the model,
at the expense of the horizontal resolution.

3) To reduce the requirements for horizontal reso-
Jution, the flow is assumed to be symmetric about a
vertical axis. So that the assumption of axisymmetry
does not restrict the anticyclone to being centered at
the pole, we neglect the latitudinal variation of the co-
riolis parameter 8 (which is very small in any event at
high latitudes). A value of the coriolis parameter cor-
responding to 80° latitude is used unless otherwise
specified.

The geometry of the model consists of a circular ice
pack surrounded by open water. The numerical model
is formulated in cylindrical p-coordinates, and the
prognostic equations are written in the following form:

du U ou ou 9 ou
— e + —_—) — ) —_—— _— — —
ot v(f r) Yo ¢ op M dp (K” ap) @
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where (2) and (3) represent the horizontal momentum
equations, (4) is the continuity equation, (5) is the hy-
drostatic form of the vertical momentum equation, (6)
is an expression for the first law of thermodynamics,
and (7) is a statement of the conservation of total water
substance. The term ¢ is defined as the sum of the
water vapor mixing ratio g,, the liquid water mixing
ratio g, plus th&ice water mixing ratio g;. The term
g0G/dp in (4) represents the divergence of the gravi-
tational fallout flux of condensed water. The term C
in (6) denotes the rate of change of temperature due
to latent heat release. A complete list of symbols is
given in the Appendix.

The variables ¢, v and w can be eliminated by in-
troducing a streamfunction ¥ and the vorticity { to
describe the flow in the r-p plane. The streamfunction
and hydrostatic vorticity are defined as

=¥ = =2 ®
Using (8) the model equations become
‘Z—‘t‘_—— Ju )+lf’—‘/—’(f+ ) a‘;(K,,g—';) &)
el ) a3
g;f e (11
e G
g_g_--m ()2, @

where the nonlinear terms have been written in Jaco-
bian form, J(a) = (3y/3r)(da/dp) — (dY/Ip)(da/dr). The
variables that are required for the computation are u,
{, ¥, 6 and g; the eliminated variables ¢, v and w per-
form only a secondary, diagnostic function.

Values of K, (K, = p*g?K), the eddy diffusivity coef-
ficient, are determined after Blackadar (1962) where
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x is the von Karman constant, and Riy is a bulk Rich-
ardson number

K= KZZZ( 1+

& Ui —0)
T(u1+1 1)2( i+17 l)

The value of Ric, the critical Richardson number, is

Rip= (13)

taken to be 1. If Riz < Ric it is assumed that the at-.

mosphere maintains a weak level of turbulence, which
is represented by a constant background value of the
eddy coefficient, Kp = 1 Pa%s™!. No distinction is made
between the diffusion coefficients for momentum, heat,
and humidity.

a. Boundary conditions

The domain of integration is bounded in the hori-
zontal direction by r = 0 which is the axis of symmetry,
and by r = R which is the outer boundary. In the ver-
tical direction the top of the domain p = pris bounded
at pr = 300 mb, which is near the arctic winter tro-
popause. The lower boundary p = p; is allowed to
change in response to the thermodynamics. Integrating
(5) from pg to pr and differentiating with respect to
time yields a prognostic equation for ps; of the form

oo, ("R, o _dbr
ot Pg pB ot RIITBT al ’

An approximation to d¢/dt is determined from the
time derivative of the gradient wind approximation to
(3), applied to p = py:

9 9br_ |, 2ur\dur
dt or (f+ r)&t'

Since forcing at p = py is zero or minimal, the as-
sumption of gradient balance is made at this level only
for determining the position of the lower boundary.
Incorporating (17), (12) and (3) into (16) yields

(16)

(17)

apG prpG 1 Q d a0

o 7B ygy+ ==+ = (K, = |d

o oo po[ PO e oo\ Roap) |
Pc

- {( +2—‘r‘1)[ Lt )+1%(f+ )](}18)

At r = 0, the axis of symmetry, the required con-
ditions are that u = { = ¢ = d0/3dr = dg/dr = 0. At the
outer boundary r = R the conditions du/dr = 36/dr
= dq/dr = ¢ = 0 are used, implying that there is no
flow across the outer boundary. This condition requires
that the outer boundary be placed far from the region
where the disturbance is being generated. A radiation
boundary condition, of the type proposed by Orlanski
(1976) and modified by Camerlengo and O’Brien
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(1980), was also tried on the outer boundary. Since
virtually no difference could be discerned between the
results using the two different types of boundary con-
ditions, the distortion due to possible reflection of
gravity—inertia waves at the outer boundary appears to
be small.

By examining (10) and (11) it is seen that three ver-
tical boundary conditions are required for . At the
upper boundary p = pr the condition ¥ 7 is used, im-
plying that wr = 0. Another condition is provided by
the no-slip condition ¥, = 0 at p = p;s. The choice for
the third boundary condition arises from the following:

dPG dpg (@ﬁ

ar ,(19)

ap)G“'gPWG = wg.

Using the no-slip condition [(dy/dp)s = 0] and the def-
inition of a material surface (wg = 0) yields

op
—&9 = wg. (20)
Since ¥+ = wy = 0, integration of (4) yields
) PT | 9
wc—f ——(rv)dp (21)
g T a
Combining (20) and (21) yields
opc 1a e 14
= =——(Yr— 22
o rordy, rvdp rar(‘//T Ye) (22)
where (8) has been used. Note that (Y1 — ¥g) is the

horizontal mass flux; since \[/T 0, the horizontal mass
flux is simply Y. Since it is more convenient to eval-
vate the horizontal derivative in (22) on the ground
surface itself (p;) than on a constant pressure surface,
(22) may be rewritten as

i R I
o r or ar apj; or r\ér/;
where the no-slip condition has been employed and
the notation (dy/dr)s denotes the horizontal derivative
along the ground surface. Equation (23) states simply
that the horizontal mass flux divergence, which is sim-
ply the horizontal derivative of ¥ at the ground sur-
face, is equal to the surface pressure change. Equation
(23) therefore provides the third boundary condition
for .

To insure that there is no exchange across the upper

and lower boundaries, it is required that K, = 0 at pr
and pg.

b. Model physics

In the experiments employing interactive radiation
calculations, the following physical processes are in-
corporated into the model after C83: 1) infrared radia-
tive cooling due to emission by CO,, water vapor, water
droplets, and ice crystals; 2) condensation of water va-
por and freezing of liquid water; 3) gravitational settling
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of condensed water; and 4) surface enthalpy flux, in-
cluding the heat flux received at the surface from the
underlying snow/ice. The reader is referred to C83 for
details.

3. Method of solution

To solve the model equations, (9)-(13) are replaced
by quadratic-conserving finite-difference analogues of
second-order accuracy, closely following the method
described by Williams (1967). The horizontal axis is
divided into 20 equally spaced intervals (21 grid points)
of length Ar (Ar = 100 km for most experiments). A
total of 27 vertical grid points are employed, with a
stretched vertical coordinate in the lower troposphere
between 1000 and 700 (see C83).

Central time differencing is used (except for the dif-
fusion term), with Ar = 600 s. The tendency for central
time differencing to lead to splitting at adjacent time
steps is removed by periodic averaging of the variables
of adjacent time steps.

To damp waves of wavelength 2Ar a nine-point lin-
ear smoothing operator is used after Shapiro (1975):

B=0.015625(448;+ 158;,, + 158,
— 6812~ 682+ Bzt Biz)  (24)

on the vorticity field in the r direction. This filter leaves
all waves beyond 3Ar virtually unmodified.

In executing the calculation u, ¢, g and 4 are eval-
uated from values at the previous time step. At the
lower boundary the value of pg is determined from
(18) using forward time differencing and by integrating
the (8¢/d1)7 term towards r = 0 from the outer bound-
ary r = R. The values of y;; are then determined from
(23) using backwards time-differencing and by inte-
grating Y from r = R to r = 0. The vorticity at the
ground {; is determined by reversing the role of (11)
and determining {; from ¥. Once pg and Y have been
determined, values of y at the interior points are de-
termined from (11) and the boundary conditions for
Y7 and ¢, using the method of Lindzen and Kuo
(1969).

In all of the experiments the atmosphere is assumed
to be initially at rest: # = ¢ = { = 0, with no horizontal
temperature gradients. The initial surfaoe temperature
is 273 K, with a lapse rate of 8°C km™!, and the ground
pressure is initially 1013 mb. The initial temperature
profile corresponds to that used by Wexler in his ex-

_periments.

4. Externally specified radiative cooling rates

For this series of experiments, the diabatic heating
Q is specified to be of the form

o= Qo(p%) cos( 21;;) for r<R*, (25)
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where pg is the surface pressure and R* = .5R, where
R is the outer boundary. Beyond r = R*, the cooling
rate is zero. The scale of the cooling can be varied by:
1) Oy, which determines the amount of cooling and its
distribution in time; 2) n, which specifies the vertical
distribution of the cooling; and 3) R*, which determines
the horizontal extent of the cooling. In this series of
experiments the value of K is set to zero; the effects of
mixing are examined in subsection 4e,

The radiative cooling results in a disturbance of the
mass field, and the adjustment of the vortex to a state
that is nearly balanced is described by the theory of
geostrophic adjustment (see review paper by Blumen,
1972). The adjustment process and the final adjusted
state depend critically on the size of the disturbance
(represented by R* in these experiments) compared to
the Rossby radius of deformation, which is given by

¢

RD = 7.'1
where Rp is a measure of the horizontal length scale
associated with the response of a uniformly rotating
fluid to a point impulse. The phase speed for the in-
ternal gravity wave, ¢,, is given by

3 ggq 21/2
n (0azH)

and the phase speed for the gravity-inertia wave is

gaa f2 172
= (0az k2) '

A broad spectrum of internal gravity waves will be gen-
erated due to thermal forcing of the type we are con-
sidering, and a different deformation radius will be as-
sociated with each phase speed. Keeping this in mind,
for the baseline case described in section 4a a typical
inertia—gravity wave speed is 150 m s~!, with a corre-

(26)

27

H?+ (28)

_sponding deformation radius of 1050 km.

For R* < Rj (a dynamically “small” disturbance),
most of the initial energy in a mass field disturbance
ends up in high-frequency gravity—inertia waves which
redistribute the mass, and the efficiency of geostrophic
energy generation is very low. For R* > R, (a dynam-
ically “large” disturbance), the velocity field will adjust
to the mass field via low-frequency - gravity-inertia
waves involving relatively unimportant mass displace-
ments, resulting in a high efficiency of geostrophic en-
ergy generation. Depending on the scale of the cooling
as determined by the parameters in (25), a different

-spectrum of gravity-inertia waves will be generated,

resulting in different characteristics of the balanced
vortex.

The following experiments describe the adjustment
of the velocity field to the mass field disturbance in-
duced by the radiative cooling, for different scales of
cooling. Additionally, the sensitivity of the vortex to
the magnitude of the eddy diffusivity coefficient, K, is
examined.
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a. The baseline case

For the baseline case the parameters in (25) are cho-
sen as follows: Qy(t)/(Ilc,) = Qu(0)/(I1c,) = —4.32°C
day™'; n = 4; and R* = 1000 km. These parameters
approximate the cooling rates determined by C83 for
the formation of cP air. This distribution of cooling is
shown in Fig. 2. ’ .

The model fields of 6, u, ¥, w, v and pg after five
days of integration are shown in Fig. 3. (In these ex-
periments, g is simply a passive scalar and is not
shown.) After 5 days the potential temperature differ-
ence between r = 0 and r = R* is about 20°C in the
lowest levels. The central pressure is 1023.7 mb, rep-
resenting an average daily increase of slightly more than
2 mb day~!. The radial distribution of p; preserves the
general cosine shape of the cooling, although the pres-
sure increase extends slightly beyond R*, indicating a
slight redistribution of mass by the gravity-inertia
waves. It is noted here that the calculation conserves
mass; the pressure increase in the anticyclone occurs
at the expense of mass outside the region of cooling,
which is indicated in Fig. 3 by the surface pressures
below 1013 mb beyond r = R*,

The meridional circulation is characterized by a sin-
gle direct cell, with a maximum value of the stream-
function achieved around p = 800 mb and r = 0.9R*,
Sinking motion occurs between r = 0 and r = 0.8R*,
with weak ascending motion outside this region. The
largest vertical velocities, of the order of 9 kPa s~ (ap-
proximately —0.08 cm s™!), occur at r = 0. Radial ve-
locities are weak particularly in the interior. Weak in-
flow (v < 0) occurs between r = 0 and r = R* from
300 to 800 mb, with the strongest outflow (v > 0) oc-
curring in the lowest 50 mb near r = 0.7R*.

The tangential velocities show anticyclonic motion
in the lowest levels (p < 800 mb), with weak cyclonic
flow aloft. Beyond about r = 1.2R* the tangential ve-
locities are very weak and do not appear to be much
affected by the cooling. The maximum anticyclonic

400} ;

600

p (mb)

8901

1000

1.0 15 2.0
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FIG. 2. Meridional distribution of cooling rates (°C day™)
for the baseline case.
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velocity reached is about 9 m s™!, near the surface at

r = 0.9R*. This value is nearly three times larger than
the maximum cyclonic velocity aloft. The values of u
are nearly in gradient balance, with small departures
from gradient balance near r = 0.1R* (inertial effects)
and r = R* (baroclinic effects). Meridional accelerations
and gravity-inertia waves are evident in slightly sub-
gradient values of u at low levels near r = 0.1R* and
in a slight spreading out of the surface pressure distur-
bance beyond r = R*. However the overall picture for
this baseline case is one of the cooling acting to increase
the local pressure, with the circulation being nearly in
gradient balance.

b. Vertical distribution of the cooling

Cooling that is concentrated locally in the vertical
may force a different type of anticyclone than cooling
that is distributed over a large vertical depth. Different
vertical distributions of cooling were shown by C83 to
occur during the formation of cP air. These different
vertical distributions occurred during different stages
of the airmass formation, and were also associated with
the inclusion of different physical processes. Addition-
ally, different initial temperature and humidity profiles
would likely result in different vertical distributions of
the cooling. In this section three different vertical dis-
tributions of cooling are tested, corresponding to n = 0,
4 and 10 in (25), with the constraint that the vertically
integrated amount of cooling for each case is the same
as that used in the baseline case (n = 4). The cooling
rates at r = O for these values of » are shown in Fig. 4.
The larger the value of n, the more concentrated the
cooling is towards the ground.

Figure 5 shows the surface pressure distributions after
five days of integration for varying values of n. As n
increases (i.q., as the cooling becomes more concen-
trated at lower levels), the magnitude of the surface
pressure disturbance increases. However, over the full
range of vertical distributions of cooling that would be
expected to occur during the formation of cP air
masses, the difference in the surface pressure distur-"
bance after 5 days of cooling is only about 3 mb at r
= (). This implies that cold surface temperatures (as-
sociated with large values of n) are less important in
the thermal forcing of anticyclones than the amount
of the vertically integrated cooling.

The effects of varying n are more strongly evident
in the velocity fields. In Fig. 6 the vertical profiles of
the tangential velocity component, u, are plotted for
varying values of n, at r = 0.8R*, The height of the
phase reversal from anticyclonic to cyclonic velocities
increases as n decreases. The magnitude of the anti-
cyclonic velocities near the ground is largest for the
larger values of n; conversely, the cyclonic velocities
aloft are largest for n = 0. For the case n = 0, where
the cooling is evenly distributed with height, the mag-
nitude of the velocities in the upper cyclone is essen-
tially the same as the velocities in the lower anticyclone.
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FIG. 4. Cooling rates at r = 0 as a function .of the parameter n.

Additional features of the dependence of the velocity
field on n are that the height of the maximum value
of the streamfunction decreases as n increases, and the
magnitude of the vertical velocities at » = 0 increase
as n decreases. '

If the disturbance is locally concentrated in the ver-
tical, a relatively broad spectrum of internal gravity
waves will be excited. Varying the parameter 7 in (25)
has two opposing effects on the phase speed of an in-
ternal gravity wave, and thus on the Rossby defor-
mation radius: increasing » reduces the scale height of
the disturbance and thus decreases the phase speed of
the internal gravity waves, and increasing n also in-
creases the static stability and thus increases the phase
speed of the internal gravity waves. From Fig,. 5 it is
seen that the dominant effect of increasing » results
from the decrease in scale height, since the net effect
of increasing » is to increase the magnitude of the sur-
face pressure disturbance.
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FIG. 5. Radial distribution of surface pressure as a function of n,
for R* = 1000 km and ¢ = 5 days.
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FIG. 6. Vertical profiles of the tangential velocity as a function
of n, for R* = 1000 km and ¢ = 5 days.

¢. Horizontal extent of cooling

To examine the effect of varying the horizontal ex-
tent of the cooling, four different values of R* are cho-
sen in (25): R* = 1500, 1000, 500 and 350 km. Within
the limits of the axisymmetric geometry, R* = 1500
corresponds approximately to the average autumn ex-
tent of pack ice in the Central Arctic Ocean, with R*
= 500 km being close to the size of Alaska or the eastern
Siberian peninsula. The horizontal grid interval, Ar, is
taken to be one-tenth of R*.

Figure 7 compares the surface pressure distribution
for the four cases after 5 days of integration. The central
surface pressure is significantly decreased as R* is de-
creased below R* = 1000 km. As R* is increased above
1000 km, the central surface pressure increases very
little and appears to asymptotically approach a limiting
value. The horizontal distribution of surface pressure
also shows noticeable variation with R*. For R* = 1500

1010 Y
............ R*~350 km

~---~-R*~500 ki
———R*=1000 km
————R*-1500 km
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1025+
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FIG. 7. Radial distribution of surface pressure as a function
of R*, for n = 4 and ¢ = 5 days.
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km, the surface pressure distribution most nearly
matches the original cosine distribution of cooling, with
all of the cooling locally producing a pressure increase
(i.e., there is no horizontal redistribution of mass). For
R* = 1000 km a slight distortion in the surface pressure
disturbance is evident, with a small amount of surface
pressure increase occurring outside r = R*. The dis-
tortion of the surface pressure disturbance becomes in-
creasingly marked as R* is decreased; for R* = 350
km the surface pressure increase extends to r = 1.3R¥,
with the surface pressure being 1015 mb at r = R*,

As R* becomes smaller, the horizontal gradient of
the cooling increases and the generation of gravity—
inertia waves is increased as the criterion given by (1)
is approached. For R* = 1500 km the velocity field
adjusts almost entirely to the mass field, whereby the
original cosine distribution of the cooling is preserved.
As R* decreases there is evidence that the geostrophic
adjustment processes are affected both by the initial
velocity and mass imbalance characteristics, since there
is a pronounced spreading out of the mass disturbance
(as evidenced by the surface pressure distribution) for
the smaller values of R*. This implies that as R* de-
creases, the high frequency gravity waves are of in-
creasing importance in the adjustment process. These
results show that an anticyclone (as evidenced by a
surface pressure disturbance and low-level anticyclonic
velocities) will form in response to the radiative cooling
in the most efficient manner for those horizontal ex-
tents (half-widths) of cooling that are greater than or
equal to the Rossby deformation radius.

d. The amount of cooling

The experiments of the previous three subsections
have all used the same vertically integrated amount of
cooling. The question arises as to whether or not the
magnitude of the disturbance is directly proportional
to Q, the amount of cooling. Figure 8 shows the hor-
izontal distribution of surface pressure after 5 days of
integration for different values of Q, (n = 4). For R*
= 1000 km the surface pressure increase is directly
proportional to Qy; however, for R* = 500 km quad-
rupling the amount of cooling results in only a doubling
of the surface pressure increase. For R* = 500 km, the
pressure disturbance extends farther beyond R* as Q
increases; this feature is not evident for R* = 1000 km.

The amount of cooling determines the type, locus
of origination, and the amount of gravity waves that
are generated. For large horizontal extent of the cooling
(R* > 1000 km) the ageostrophic components (gravity—
inertia waves) are barely noticeable in the solution un-
less the amount of cooling is very large (in Fig. 8 for
Q = 40, the anticyclone is becoming inertially unstable
at the lowest levels near r = 0). For smaller horizontal
extent of the cooling (R* < 500 km) an increase in the
amount of cooling causes the ageostrophic modes to
increasingly dominate the solution.
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FiG. 8. Radial distribution of surface pressure as a function of g,
for n = 4 and ¢ = 5 days.

e. Effects of mixing

In the baseline case values of K = 0 were used. Be-
cause of the large static stability and relatively low wind
speeds that occur in the anticyclones, mixing is not
expected to be large. The largest values of wind velocity
(and also of wind shear) occur in the lowest levels near
r = R*; values of K, will thus be largest in this region,
although values exceeding 100 Pa?s™! (K ~ 1 m?s™})
are not expected. Values of the central surface pressure
after 5 days of integration are shown in Fig. 9 for R*
= 500 and R* = 1000 km, varying K. As values of K
increase the surface pressure decreases; this decrease is
nearly linear for values of K, exceeding 10 Pa?s~!.

Vertical profiles of the tangential velocity at r
= ().8 R* are shown in Fig. 10. Aside from the expected
reduction of velocity at the lower levels, it is seen that
the level of phase reversal increases with increasing
values of K.

[ Role of latitude

The value of f, the Coriolis parameter, has been cho-
sen in the previous experiments to correspond to 80°
latitude. A series of experiments was also made using
a value of f'that was approximately half as small, cor-
responding to 30° latitude. A comparison of the values
of central surface pressure for varying values of R* is
shown in Fig. 11 for latitudes 80° and 30°. Central
surface pressures for latitude 30° are markedly smaller
than those at the higher latitude; this difference is most
pronounced at R* = 500 km.

It is easily seen from (37) that increasing f decreases
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FIG. 9. Values of the central surface pressure as a function of K,
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Rjp, and thus decreases S. Therefore, at high latitudes
the velocity field adjusts to the mass field for smaller
horizontal extent of the cooling (smaller values of R*).
Anticyclogenesis associated with radiative cooling
therefore occurs more efficiently at higher latitudes.

5. Interactive radiative cooling rates

In this section the resuits from two experiments are
examined, using the radiation parameterizations de-
scribed by C83. In the first experiment all of the con-
densate is assumed to fall out immediately, not influ-
encing the radiative cooling. This experiment corre-
sponds to the one originally conceptualized by Wexler
(1937), and is referred to as clear-air cooling. In the
second experiment the condensate, formed in the
cooling air, is allowed to interact radiatively with the
anticyclogenesis.

For these calculations a horizontal grid interval of
Ar =100 km is used, with the 21 horizontal grid points
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- F1G. 10. Vertical distribution of tangential velocity as a function
of K, for n = 4 and ¢ = 5 days.
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FIG. 11. Values of the central surface pressure as a function
of R* and latitude, for n = 4 and ¢ = 5 days.

being divided up as follows: 1) the inner 11 grid points
(r = 0 to 1050 km) are over a 3 m thick ice pack; 2)
the 3 grid points in the range 1050 to 1350 km are
over a marginal ice zone, consisting of either thin ice
or broken floes; and the outer 7 grid points (» = 1350
to 2050 km) are over open water. The marginal ice
zone represents a zone where the strong cold air outflow
oft of the pack ice modifies the underlying surface. The
purpose of introducing the marginal ice zone is twofold:
first, we wish to avoid the presence of a sharp front
between the ice pack and the open water; and second,
to keep the cold air from being modified into mP air
as it flows off the ice pack over the open water. While
this latter process is likely to be occurring on the pe-
riphery of a cold-core anticyclone surrounded by open
water, it is a complication that we do not wish to con-
sider here.

To avoid such complications, the simplest possible
parameterization of the physical processes is used in
the outer region. Above 700 mb, Q in (4) is specified
to be the same as the radiative cooling rates at these
levels over the ice pack at the initial time; as a result
there will be little diabatic forcing above 700 mb. For
the lower levels, we assume that the outlying warm
water is the source region for the original mP air, and
that the lower levels are in radiative-conductive equi-
librium with the surface, so that Q = 0 below 700 mb.
Over the marginal ice zone, when the cold outflow be-
comes strong, Q = 0 is also assumed for the lower

‘levels; the rationale for this is that as the low-level out-

flow becomes strong in this transitional zone, the ad-
vective transport of heat is much greater than the dia-
batic effects. The surface temperature over the open
water is kept constant at 273 K, with the surface tem-
peratures in the marginal ice zone set equal to the tem-
perature of the lowest grid point. While the treatment
of the diabatic processes outside the central ice pack is
somewhat artificial, it enables us to focus specifically
on the radiative-dynamic interactions that result from
the lower tropospheric cooling over the ice pack.
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‘a. Clear-air cooling

Figure 12 shows the fields of i, w, ¢, 8, ¢ and pg; after
five days of integration, for the experiment where all
condensate immediately falls out and does not interact
radiatively. The vertical profiles of the radiative cooling
rates at r = O are given in Fig. 13 for ¢t = 1 day and ¢
= § days. To simplify the interpretation of the results
shown in Fig. 12, it is useful to think of the cooling in
this experiment in terms of (25). In this experiment
the vertical distribution of the cooling lies between n
= 3 and n = 11, the value of n decreasing with time.
The magnitudes of the cooling rates decrease with time,
and the time-integrated amount of cooling is slightly
less than in the baseline case of section 4. As a result,
the central surface pressure tendency averages only 1.5
mb day ' for the five day period. The motion in the
meridional plane (v, w, ¥) for this experiment is sig-
nificantly different from that in the specified cooling
experiments. The meridional cross section of Y in Fig.
12 shows reverse cells (¢ < 0) near r = 100 and r
= 1000 km, which conftrasts with the single direct cell
that was modeled in the specified cooling experiments.
Vertical velocities in Fig. 12 are larger and more irreg-
ular than those modeled in the specified cooling ex-
periments.

Since the humidity field was not described for the
specified cooling experiments in section 4, a careful
analysis of the humidity field for this experiment is
given here. In Fig. 12 a surface humidity inversion oc-
curs over the ice pack. This humidity inversion has
formed essentially by the constraint in this experiment
that any condensate that forms immediately falls out,
which results in a depletion of moisture in the lower
levels that have cooled below the dewpoint. The hor-
izontal distribution of g of course shows larger values
over the open water, and smaller values over the central
ice pack. The horizontal variation of ¢ also reflects the
effects of vertical velocity; values of ¢ are depressed

40
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[ o (w5 days
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8
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FIG. 13. Vertical profiles of the clear-air radiative cooling rates
atr = 0fort¢ = 1dayand ¢ = 5 days.
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FiG. 14. Comparison of vertical profiles of potential temperature
from the dynamical model for the case without interactive condensate
with the one-dimensional results of Curry (1983), at = 5 days.

near r = 0 and r = 900 km, where subsidence is the
largest, and values of g dre largest near r = 1100 km,
where the rising motion is the strongest. Perturbations
in the humidity field are primarily a result of the re-
duction of g over the pack ice as the water condenses
and immediately falls out. The humidity changes re-
sulting from advection are small enough in 5 days so
that any feedbacks of the radiative cooling with the
modified humidity field are probably not that impor-
tant for the clear-air cooling case.

Figure 14 compares the 5 day vertical temperature
profiles for r = 0 and r = 800 km with the 5 day profile
from the one-dimensional model (C83, Fig. 5). From
this figure we can see the effect of the large-scale motion
on the temperature field. Making allowance for the
surface pressure increase in the interactive model, we
see that the sounding at r = 0 is slightly warmer, pre-
sumably due to subsidence, than the one-dimensional
calculation. Away from r = 0 the temperatures become
progressively warmer. The strong and erratic meridi-
onal motions near r = 1000 km act to diffuse the hor-
izontal temperature gradient, resulting in warmer tem-
peratures near r = 800 km as warm air from over the
ocean is sometimes advected over the ice pack.

The cooling mechanism described here is essentially
the same one envisioned by Wexler (1937) as causing
the formation of polar anticyclones. Using a more de-
tailed radiation calculation and sounder dynamics, the
large pressure increase modeled by Wexler is not pro-
duced here; instead of a pressure increase of 8 mb day ™!,
here we have a more modest increase of about 1.5 mb
day™'. Clearly this mechanism (clear-air cooling) can-
not account for the very large pressure increases often
observed in Alaskan anticyclones that Wexler had
hoped to explain. :
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b. Interactive condensate

In this experiment, the condensate which forms in
the cooling air is allowed to interact radiatively with
the anticyclogenesis. The distribution of condensate
after 5 days of integration is shown in Fig. 15. A liquid-
water advection fog is present over the marginal ice
zone and the outermost region of the ice pack. Over
the interior of the ice pack a low-level mixed-phase
cloud exists with a base around 933 mb (~700 m) and
a top around 800 mb (~ 1700 m). Ice crystal precipi-
tation is present below the cloud. Vertical profiles of
the radiative cooling rates at r = 0 are given in Fig. 16
fort = 1 day and ¢ = 5 days.

The effects of allowing the condensate to interact
radiatively with the anticyclogenesis are seen in Fig.
17, which shows the fields of u, v, w, ¥, 8, g and pg
after 5 days of integration. When this figure is compared
to Fig. 12 (the clear-air cooling case), it is apparent that
the anticyclonic circulation is more vigorous when the
condensate interacts radiatively with the dynamics. In
particular, the surface pressure increase is significantly
larger for the case with interactive condensate; for the
5 day period, the central surface pressure increase av-
erages 2 mb day ! in the case with interactive conden-
sate, compared to 1.5 mb day~! for the clear-air case.
The low-level values of tangential velocity, u, are also
much larger in the case with the interactive condensate
than for the clear-air cooling case.

The large meridional motions for this case show the
importance of meridional accelerations. Meridional
accelerations are stronger for this case than for the
specified cooling cases for the following reasons: very
strong horizontal temperature gradients develop near
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FiG. 15. Meridional cross section of condensed water
(liquid plus ice) mixing ratio at ¢ = 5 days.
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FIG. 16. Vertical profiles of the radiative cooling rates, including
the effects of radiative cooling of the condensate, at r =0 for ¢t = 1
day and ¢ = 5 days.

the coast and also over the interior of the ice pack,
since the level of the maximum cloud top cooling may
accur at different vertical levels for two adjacent grid
points. Thus gravity-inertia waves become a more im-
portant component of the solution when the complete
model physics are included in the problem.

The question arises as to how the condensate shown
in Fig. 15 is maintained in the presence of the strong
subsidence. It was shown in the one-dimensional cal-
culations described by C83 (Fig. 10) that the vertical
extent of the condensate was considerably reduced and
the temperatures significantly warmer in the presence
of subsidence, since subsidence heats the air and also
depletes it of moisture particularly above the humidity
inversion, limiting the vertical growth of the conden-
sate. A comparison of the top level of the condensate
from the one-dimensional model with those from the
interactive model is shown in Table 1. In spite of stron-
ger subsidence than was employed in the one-dimen-
sional mode! (w = 10 kPa s™!), the vertical extent of
the condensate at both r = 0 and r = 8 km is consid-
erably larger than that in the one-dimensional case with
subsidence; in fact, the condensate in the interactive
experiment extends to approximately the same height
as that in the one-dimensional calculation without
subsidence.

Some insight is gained into how the vertical motion
interacts with the developing condensate by comparing
the time evolution at r = 0 of the vertical velocity with
the profiles of ¢ and (g, + ¢;), which is shown in Fig.
18. The maximum value of the vertical velocity occurs
near the top of the condensate, which is also the level
of maximum cooling. At the top of the condensation
layer, the vertical gradient of the mixing ratio is large
due to the divergence of the gravitational fallout flux
of the condensate. Because of the strong positive gra-






