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[11 Basin-scale sea ice models are often run uncoupled to either an atmosphere or ocean
model to evaluate the sea ice model, to compare different models, and to test changes in
physical parameterizations. Such simulations require that the boundary forcing be
specified. The specification of atmospheric forcing associated with the surface heat and
freshwater fluxes has been done in various sea ice simulations using climatology,
numerical weather prediction analyses, or and satellite data. However, the errors in the
boundary forcing may be so large that it is difficult to determine whether discrepancies
between simulated and observed properties of sea ice should be attributed to deficiencies
in the sea ice model or to the boundary forcing. To assess the errors in boundary forcing,
we use data from the Surface Heat Budget of the Arctic Ocean (SHEBA) to evaluate
various data sets that have been used to provide boundary forcing for sea ice models that
are associated with the surface heat and freshwater fluxes. The impact of errors in these
data sets on a sea ice model is assessed by using a single-column ice thickness distribution
model, which is alternately forced with in situ measurements from SHEBA and output
from large-scale analyses. Substantial discrepancies are found among the data sets. The
response of the sea ice model to the different forcing data sets was considerable.  INDEx
TERMS: 4504 Oceanography: Physical: Air/sea interactions (0312); 4540 Oceanography: Physical: Ice
mechanics and air/sea/ice exchange processes; 3307 Meteorology and Atmospheric Dynamics: Boundary layer

processes; KEYWORDS: sea ice, arctic ocean, air/ice interactions, SHEBA

1. Introduction

[2] Large-scale sea ice models are used for operational
forecasting of sea ice characteristics, for understanding
physical processes, and in studying climate variability. For
these applications, large-scale sea ice models may be run in
stand-alone mode, coupled to a large-scale ocean model, or
included in a coupled climate model. Basin-scale sea ice
models are often run in stand-alone mode to evaluate the sea
ice model, compare different models, and evaluate changes
in physical parameterizations. Such simulations require that
the boundary forcing be specified. One of the great diffi-
culties in development and evaluation of large-scale sea ice
models has been the absence of suitable data for forcing and
evaluation of the model. When discrepancies in the simu-
lated sea ice are found, it is unclear whether the discrep-
ancies arise from model deficiencies or from deficiencies in
the forcing data set.

[3] Atmospheric boundary forcing for sea ice models
consists of wind stress, freshwater flux, and surface heat
fluxes. In the case of surface turbulent fluxes, typically, the
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atmospheric surface wind, temperature, and humidity are
specified, and the fluxes are calculated interactively using
the modeled surface temperature. Earlier simulations used
monthly averaged atmospheric forcing derived from clima-
tologies [e.g., Hibler, 1979; Holland et al., 1993]. In the
Arctic Ocean, fairly accurate large-scale wind fields are
produced by numerical weather prediction analyses owing
to the assimilation of surface pressure buoy data. The
specification of daily varying atmospheric forcing associ-
ated with the surface heat and freshwater fluxes has been
done in various simulations using numerical weather pre-
diction analyses [e.g., Chapman et al., 1994; Arbetter et al.,
1999; Hilmer et al., 1998] or from analyses of conventional
data [Zhang et al., 1998]. However, the surface heat and
freshwater fluxes determined from these sources show
substantial discrepancies and are overall less reliable than
the surface momentum fluxes (which are fairly accurate
owing to the assimilation of surface pressure buoy data).
This has caused numerous sea ice modelers to use numerical
weather prediction (NWP) winds and surface air temper-
ature but climatological values for surface radiation fluxes,
surface air humidity, and precipitation [e.g., Harder et al.,
1998; Kreyscher et al., 2000]. Arbetter et al. [1999] used
National Centers for Environmental Prediction (NCEP)
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reanalyses [Kalnay et al., 1996] as forcing data, but the
surface radiation fluxes were multiplied by a factor to bring
them closer to climatological values.

[4] Several comparisons of numerical weather prediction
analyses and satellite products with climatology or limited
in situ observations have been conducted that are relevant to
assessing the suitability of these data sets for forcing sea ice
models. While there have been several comparisons of
individual flux components determined by numerical
weather prediction models with observations, there has
not been a systematic evaluation of the utility of numerical
weather prediction analyses for forcing sea ice models.

[5] A number of studies have addressed the precipitation
P and surface evaporation E over the Arctic Ocean from
numerical weather prediction analyses (note that no attempt
has been made to determine either of these quantities from
satellite). Serreze and Hurst [2000] found that both the
NCEP and European reanalysis (ERA) capture the major
spatial features of annual mean precipitation and general
aspects of the seasonal cycle but with some notable errors.
Both underestimate precipitation over the Atlantic side of
the Arctic. NCEP overestimates annual totals over the
central Arctic Ocean. Overall, the ERA predictions are
better. Both models perform best during winter and worst
during summer. Cullather et al. [2000] found that forecast
P — E for 70°-90°N is very small compared to climatology
(~11—13 cm yr ' versus ~19 from climatology). In partic-
ular, the NCEP forecast of E is about twice as large as that
computed from Soviet surface latent heat flux climatologies.

[6] Several studies have compared surface radiation data
sets derived from numerical weather prediction analyses and
satellites with Russian ice island data. Zhang and Rothrock
[1996] compared surface radiation fluxes over the Arctic
Ocean from the European Centre for Medium-Range
Weather Forecasts (ECMWF), Reading, England and NCEP
analyses, satellite analyses from Schweiger and Key [1994]
and Pinker et al. [1995], empirical parameterizations using
cloud and surface air temperature climatologies [Zillman,
1972; Idso and Jackson, 1969], and Russian ice island
observations [Marshunova, 1961]. The range of monthly
average fluxes among the different data sets was 40 W m ™2
for downwelling longwave fluxes and ~100 W m™~? during
mid-June for downwelling shortwave fluxes. A large por-
tion of this variation was associated with different estimates
of cloud properties. Serreze et al. [1998] found that NCEP
shortwave fluxes were consistently too high and longwave
fluxes were consistently too low (indicative of too little
cloud); International Satellite Cloud Climatology Project
(ISCCP)-derived fluxes were closer in magnitude to the ice
island observations. NCEP and ISCCP products captured
50-60% of the observed spatial variance in global radiation
during most months. Serreze and Hurst [2000] found that
the ERA values of surface radiation fluxes were much closer
to climatological values than were the NCEP values.

[7] The Surface Heat Budget of the Arctic Ocean
(SHEBA) experiment [Perovich et al., 1999] has provided
arguably the highest-quality and most comprehensive suite
of surface flux measurements ever made in the Arctic
Ocean. This data set has already been used to evaluate
several aspects of the ECMWEF analysis products. Of direct
relevance to forcing sea ice models, C. Bretherton et al.
(unpublished manuscript, 2000) compared the surface
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downwelling longwave flux and precipitation, which is of
direct relevance to forcing sea ice models. It was found that
the monthly averaged precipitation values compared well,
although specific events were not accurately determined by
ECMWF and there were several events that were anom-
alously high. ECMWEF surface air temperature is signifi-
cantly too warm, especially during winter. ECMWF
downwelling longwave radiation fluxes were accurately
modeled during clear periods and during summer. During
some cloud winter and spring periods the daily average
modeled longwave radiation is up to 50 W m™2 lower than
observed. Beesley et al. [2000] found that during November
the ECMWF surface air temperature fluctuations were
dramatically damped relative to the SHEBA observations,
creating 10—15 K errors in surface air temperature, partic-
ularly under clear, calm conditions.

[8] A critical issue in assessing the atmospheric data for
forcing sea ice models is the sensitivity of these sea ice
models to errors in the various forcing parameters. Several
studies have addressed the impact of errors in atmospheric
forcing on sea ice simulations. Arbetter et al. [1997]
compared the sensitivity to surface heat flux perturbations
of one-dimensional (1-D) slab thermodynamic models,
single-column ice thickness distribution models, and 2-D
dynamic/thermodynamic sea ice models. It was found that
the dynamic/thermodynamic sea ice models and ice thick-
ness distribution models are substantially less sensitive to
surface heat flux perturbations than are the 1-D slab
thermodynamic models. The sensitivity of the single-col-
umn ice thickness distribution models is within the range of
the 2-D dynamic/thermodynamic models that use different
rheologies. Flato [1996] found that a 2-D ice thickness
distribution model was more sensitive to heat flux pertur-
bations than was a 2-D model with slab thermodynamics,
approaching the sensitivity of some of the 1-D models.
Flato and Hibler [1995] and Schramm et al. [1997b]
showed that inclusion of an ice thickness distribution results
in increased sensitivity to variations in snowfall relative to
the simple 1-D slab thermodynamic models [e.g., Maykut
and Untersteiner, 1971].

[o] Another critical issue in the forcing of sea ice models
is the time resolution of the forcing (monthly versus daily
versus resolving the diurnal cycle). An additional issue that
needs to be considered is the importance of timing in key
meteorological events at times when the sea ice is especially
vulnerable to atmospheric forcing. Examples of such events
noted at SHEBA included (1) the May 29 rainfall event
(relatively early in the season) that initiated melt meta-
morphism of the snowpack and heralded the onset of the
melt seasonand (2) the storm at the end of July/beginning of
August that dramatically increased the open water fraction
when the sea ice was most vulnerable to divergence. Such
events have irreversible effects on the sea ice; averaging or
mistiming of these events may have a substantial impact on
its seasonal evolution.

[10] This paper presents an evaluation of several different
atmospheric forcing data sets that are being used as boun-
dary forcing for sea ice models, including numerical
weather prediction analyses. Observations from the SHEBA
field experiment are used as “truth” in the evaluation. We
focus here specifically on the forcing associated with the
heat and freshwater fluxes owing to the large discrepancies
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Table 1. Monthly Averages of Surface Atmospheric Variables for SHEBA, October 1997 through September 1998
Month Wind Speed, Temperature, Humidity, Shortwave Flux, Longwave Flux, Precipitation,
ms~ K g kg! W m 2 W m 2 mmd'
Oct. 3.7 255.5 0.78 6.6 227.9 0.17
Nov. 5.2 251.9 0.67 1.6 207.5 0.31
Dec. 4.8 240.4 0.20 0.0 149.1 0.11
Jan. 5.2 242.4 0.27 0.0 169.3 0.65
Feb. 4.6 241. 0.23 17.0 153.0 0.19
March 4.9 250.5 0.57 58.0 205.2 0.43
April 5.1 255.0 0.79 147.2 2183 0.48
May 4.9 261.7 1.46 248.9 244.7 0.31
June 4.9 272.4 3.41 281.9 278.7 0.44
July 4.4 273.2 3.74 207.3 299.2 1.11
Aug. 5.1 272.3 3.54 113.2 299.1 0.89
Sept. 4.5 268.8 2.59 37.6 280.1 0.67

in the available data sets and the suitability of the SHEBA
data set for evaluation of these fluxes. The impact of errors
in these data sets on a sea ice model is assessed by using a
single-column ice thickness distribution model, which is
alternately forced with in situ measurements from SHEBA,
numerical weather prediction analyses, and the Polar
Exchange at the Sea Surface (POLES) analyses.

2. Description and Evaluation of Data Sets

[11] To specify the atmospheric forcing for a sea ice
model, the following parameters are required: (1) surface
downwelling longwave and shortwave radiation fluxes, (2)
surface air temperature and humidity, (3) surface wind
speed and direction, and (4) precipitation. Note that the
surface turbulent fluxes are not specified; typically, in sea
ice models these are calculated using the simulated surface
temperature and surface roughness. Also, the net radiative
flux is determined using the simulated surface temperature
and albedo.

[12] There are three general options for forcing a sea ice
model with atmospheric data: (1) numerical weather pre-
dition analyses (e.g., ECMWF and NCEP), (2) satellite-
derived fluxes or flux input variables, and (3) other analyses
that are based primarily on conventional observations (e.g.,
surface buoys) or climatological data sets. This study
focuses on data sets with high resolution (at least daily)
and considers specifically the NCEP and ERA reanalysis
products and also a hybrid data set, the POLES sea ice
model forcing data set. These data are evaluated using in
situ observations obtained during SHEBA.

2.1. Data Set Descriptions

[13] The data used to evaluate the atmospheric parame-
ters required to force a sea ice model are obtained from the
SHEBA project [Perovich et al., 1999]. The SHEBA
observations were made during the period October 2,
1997 to October 10, 1998. The Canadian coastguard ice
breaker Des Groseilliers was deployed in a multiyear ice
floe at 75°16.3'N, 142°41.2'W. Over the course of the field
study the SHEBA ice camp drifted considerably northwest-
ward, reaching 80°N, 162°W by the end of the experiment.

[14] Measurements of surface radiation fluxes and surface
air temperature, humidity, and winds were obtained at multi-
ple levels from the a 20-m flux tower operated by the

SHEBA surface flux group [Andreas et al., 1999] and from
instruments on two 10-m meteorological towers operated by
the SHEBA project office (R. Moritz, personal communica-
tion, 1998). Radiation fluxes were measured using Eppley
pyranometers and pyrgeometers near the surface. Daily
precipitation accumulation was measured using a Nipher
shielded snow gauge system, which has been corrected for
blowing snow (R. Moritz, personal communication, 1999).
Measurement errors were minimized by comparing measure-
ments at different levels on the flux tower. Errors in the
SHEBA data set (expressed as 95% confidence interval) are
estimated to be 0.1°C for air temperature, 4% for relative
humidity, and 6% + 0.5 m s~ for the wind vector. When the
air temperature was below —20°C, the uncertainty of the
relative humidity increased to ~10%. An intercomparison of
different Eppley radiometers plus preexperiment and post-
experiment calibration indicates errors of 5 W m ™2 for both
longwave and shortwave radiation, although this error may
be larger if compared to an absolute standard.

[15] Reanalysis products are not yet available for the
SHEBA year from ECMWF, although a second reanalysis
is being conducted by ECMWF during summer 2000 which
will include the SHEBA period. Hence the operational
forecasts and analyses from NCEP and ECMWF are used
here. Specifically, we use the surface data from the NCEP/
National Center for Atmospheric Research (NCAR) rean-
alysis product, which has a spatial resolution of 2.5° latitude
and longitude and 6 hours. The ECMWF cooperated closely
with SHEBA to provide a special analysis data set with
hourly resolution (Bretherton et al., unpublished manu-
script, 2000).

[16] The POLES sea ice model forcing data set [Zhang
et al., 1998] is available daily at a spatial resolution of 160
km over the Arctic Ocean from 1979 to 1998 (see also
http://iabp.apl.washington.edu). This data set uses observa-
tions from the International Arctic Buoy Programme
(IABP) to estimate daily values of # and v components
of geostrophic wind. The surface air temperature data set
[Rigor et al., 2000] uses a sophisticated optimum interpo-
lation technique to derive twice daily values from buoys,
manned drifting stations, and meteorological land stations.
Surface radiation fluxes are determined following Zhang
and Rothrock [1996], who use the empirical parameter-
izations of Zillman [1972] and Idso and Jackson [1969]
with inputs from cloud climatology and the surface air
temperature data set. This data set has been used in our
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Comparison of monthly averaged values using the SHEBA field observations, ECMWF

analyses, NCEP analyses, and POLES data for surface wind speed, surface air temperature, surface air
humidity, surface downwelling shortwave radiation flux, surface downwelling longwave radiation flux,

and precipitation.

research by Arbetter [1999] by supplementing the data set
with the precipitation climatology of Serreze and Hurst
[2000], based upon a gridded product with measurements
from Russian drifting stations and gauge corrected station
data for Eurasia and Canada.

2.2. Comparison With SHEBA Data

[17] The monthly averaged values of surface wind speed,
air temperature and humidity, downwelling shortwave and
longwave fluxes, and precipitation observed at SHEBA are
given in Table 1. When these values are compared with

climatological values of observations for the Arctic Ocean
previously used to force thermodynamics (such as compiled
by Ebert and Curry [1993] for 80°N), the following
significant differences are found. The shortwave fluxes at
SHEBA are somewhat lower than the climatological values
(the SHEBA values correspond to latitudes between 75° and
80°N). Surface air temperatures during SHEBA were some-
what colder than climatology during winter but slightly
warmer during March and April.

[18] A comparison of the NCEP, ECMWEF, and POLES
analyses with SHEBA data is shown in Figure 1 and Table 2.
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In Figure 1, monthly averaged values of surface wind speed,
air temperature and humidity, downwelling shortwave and
longwave fluxes, and precipitation are given to illustrate the
annual cycle of the biases. In Table 2, seasonal statistics (bias,
RMS error, and correlation) are given for daily averaged
values.

[19] The wind speed comparisons shows that during
winter the POLES values are substantially larger than the
observations. The POLES values correspond to geostrophic
winds associated with the surface pressure field. The NCEP
and ECMWF winds show seasonal biases that are <I m s ™'
and correlations that are ~0.8. Overall, the statistics for the
ECMWF winds are slightly better than for the NCEP winds.

[20] The surface air temperature comparisons show that
both ECMWF and POLES are substantially warmer than
observed values during autumn and winter. NCEP values are
much closer to observations but biased slightly cooler. Over-
all, the NCEP surface air temperatures are more accurate.

[21] When interpreting the biases in surface air humidity,
it should be noted that wintertime specific humidity values
are smaller than summertime values by an order of magni-
tude. Except for the spring season, the NCEP values are
quite close to the observations, as indicated by low biases,
RMS error, and high correlations.

[22] Comparison of the shortwave radiation fluxes shows
that NCEP values are systematically too large; the bias is as
high as 78 W m™~? during the summer months. The POLES
and ECMWEF values have smaller bias errors than NCEP. The
POLES and NCEP biases are similar in magnitude but
opposite in sign except for the summer season (when both
are biased high). Comparisons of the longwave radiation
fluxes show that POLES values are biased significantly high
during autumn and winter, while NCEP is biased significantly
low during spring and summer. Overall, the ECMWF long-
wave radiation fluxes have the best statistics. In terms of net
downwelling radiation fluxes, both the ECMWF and POLES
have similar biases in annually averaged net downwelling
radiation fluxes, with the NCEP bias significantly higher.

[23] Comparisons of the precipitation values with
SHEBA observations show little bias for each of NCEP,
ECMWEF, and POLES analyses. However, the correlations
are quite low, indicating that these analyses are not able to
capture the daily variations in precipitation.

[24] These comparisons suggest the following about the
NCEP, ECMWEF, and POLES analyses. The POLES data
compared well with observations except for the surface
wind speeds. The good comparison of the Serreze and
Hurst [2000] precipitation climatology with SHEBA obser-
vations indicates that the SHEBA year was typical in terms
of precipitation. The variables from NCEP analyses showed
reasonable agreement with SHEBA data for all data param-
eters except for the radiation fluxes. The biases in the NCEP
radiation fluxes are consistent with insufficient clouds
predicted by the model. The ECMWEF values compare quite
well with the SHEBA observations except for a high bias in
surface air temperature.

3. Impact of Forcing Data Sets on Sea Ice
Simulations

[25] To examine the extent to which errors in the surface
fluxes result in variations in the simulated sea ice properties,
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we use a single-cell ice thickness distribution model
[Schramm et al., 1997a; Holland and Curry, 1999; Curry
et al., 2001] that is alternately forced with in situ measure-
ments from SHEBA and corresponding analyses from
NCEP, ECMWF, and POLES. The sea ice model used in
this study is a Lagrangian single-cell ice thickness distribu-
tion model that responds to both thermodynamical and
dynamical forcing [Schramm et al., 1997a; Holland and
Curry, 1999]. The model allows for a specified number of
level and ridged ice categories within the model domain.
Divergent sea ice motion causes sea ice to be exported from
the model domain, whereas convergent motion causes ice
ridging to occur. Shearing of the ice pack causes both open
water and pressure ridges to form. Parameterization of these
processes is done using a redistributor function that reor-
ganizes the ice in the model domain based on the kinematic
forcing. The different ice thickness categories are described
by a variety of properties including age, salinity, snow
cover, and melt pond cover. Each ice thickness category is
thermodynamically independent from one another with
different interfacial heat fluxes being computed for each
ice category. Spectral radiative transfer through the ice and
open water is included. An explicit melt pond parameter-
ization is included in the model, whereby a specified
fraction of meltwater is allowed to run off or drain into
the ocean, and the remainder of the water pools into melt
ponds. The sea ice model is coupled to an ocean mixed
layer model.

[26] The model has been updated from the Curry et al
[2001] SHEBA simulations to include a new melt pond
parameterization, which was motivated by the complexity
of the original Ebert and Curry [1993] pond parameter-
ization and its poor performance against the SHEBA data.
The new melt pond parameterization is described as fol-
lows. Initially, ponds arise from the snowmelt water reser-
voir that is converted into melt pond volume when snow
disappears from an ice thickness category. The pond water
is partitioned into depth and areal fractions using a diag-
nostic aspect ratio derived from SHEBA data [Perovich et
al., 2002], h, = 0.8 P for multiyear ice and 4, = 0.2 P for
first-year ice, where P is pond areal fraction, %, is pond
depth (in meters), and V), is a fractional pond volume, (in
meters), defined by V), = &, p. Hence the determination of
pond volume along with the specified aspect ratio between
pond volume and depth is sufficient to determine the pond
volume and depth. A runoff fraction of 0.85 is specified.
Pond volume for each ice thickness category changes owing
to any melt occurring over the nonponded ice or any
melting or freezing of the ponded ice as a result of the net
energy balance over ponds and any precipitation over the
ponded area (see Ebert and Curry [1995] and Schramm et
al. [1997a] for details of the sea ice and melt pond optics). If
pond depth is greater than the ice thickness of that category,
the pond is converted to lead, and the pond fraction is added
to the lead fraction. The single-column ice model is ini-
tialized using the ice thickness distribution determined from
submarine sonar (Scientific ice expedition, D. Rothrock,
personal communication, 2000), which determined the
average ice thickness of the SHEBA floe to be 1.5 m in
September 1997. Daily ice deformation (used to force the
dynamics of the model) is determined from the analysis of
Lindsay [2002]. Thermal forcing is alternately specified
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Figure 2. Comparison of simulated values over the SHEBA annual cycle of average ice thickness, snow
depth, surface albedo, and lead fraction for different resolutions of the forcing data using the SHEBA
field observations. Hourly forcing and time step, solid curves; 6-hour instantaneous forcing and time step,
dotted curves; daily averaged forcing with 6-hour time steps, dashed curves; and monthly averaged
forcing splined to 6-hour resolution with 6-hour time steps, dash-dotted curves.

using the SHEBA in situ measurements and the correspond-
ing NCEP, ECMWF, and POLES analyses.

[27] In evaluating the impact of errors in the atmospheric
forcing data on a sea ice model, it is important to consider
the varying sensitivities of different sea ice models to
perturbations in atmospheric forcing. On the basis of the
model comparisons conducted by Arbetter et al. [1997] we
judge that the single-column ice thickness distribution is
fairly representative of sea ice models presently used for
climate applications in its overall sensitivity to surface flux
perturbations.

3.1. Temporal Resolution of Atmospheric Forcing Data

[28] The different atmospheric forcing data sets have
different temporal resolutions. The ECMWF analyses have
hourly resolution (note this is a special data set for SHEBA;
ECMWF analyses typically have 6-hour resolution); the
NCEP analyses have 6-hour resolution, and the POLES data
set has daily resolution. Different sea ice simulations have
used different time steps and different resolutions of the
forcing data. This range is illustrated by Schramm et al.
[1997a], who used 8-hour time steps and forcing data that
were splined from monthly averaged values, Arbetter et al.
[1999], who used daily averaged forcing and 6-hour time
steps, Arbetter [1999], who used 6-hour time step and
forcing data, and Curry et al. [2001], who used hourly time
steps and forcing data.

[20] These different time steps and temporal resolutions
for atmospheric forcing may influence the simulation
results. To examine this influence, we use the observed
SHEBA data to force the sea ice model in four different
ways: (1) 1-hour forcing and time step, (2) 6-hour instanta-
neous forcing and time step, (3) daily averaged forcing with
6-hour time step, and (4) monthly averaged data splined to
6-hour resolution and 6-hour time step.

[30] Simulations of the SHEBA annual cycle using these
different time steps and temporal resolution are shown in
Figure 2. Curry et al. [2001] compare the simulation with
hourly forcing and time step with observations obtained
during SHEBA. The simulations compared reasonably well
with observations, with the following noted deficiencies.
When compared with observations, the modeled ice thick-
ness decreases over the annual cycle by 60 cm, while the
observations show a decrease of 45 cm. The modeled snow
melts too rapidly during spring. The model produces a
minimum summer melt albedo of 52%, compared with an
observed minimum value of 39%. This arises because the
simulated melt pond fraction is too small and the pond
depth is too shallow. The new melt pond parameterization
results shows excellent comparison with SHEBA observa-
tions and produces a minimum albedo of 39% [see Arbetter,
1999].

[31] Figure 2 shows significant differences among the
different simulations, particularly for the monthly averaged
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forcing that is splined to 6-hour resolution. At the end of the
SHEBA year the average ice thickness was 1.5 m for the 1-
hour forcing, with the 6-hour instantaneous and daily
averaged forcing within 10 cm of this value. However, the
simulation with monthly averaged forcing produces 1.9 m
of ice at the end of the year. The monthly averaged forcing
shows substantially more snow cover in June than do the
other simulations, and the snow accumulates much more
rapidly during September. During the transition seasons,
detailed timing of the snow accumulation is important
because of its impact on the surface energy exchange during
these transitional periods with rapid changes. The smaller
melt season in the simulation with monthly averaged forc-
ing results in significantly higher summertime surface
albedos, which causes the thicker ice. The thicker ice and
lower surface albedo are also reflected in the relatively low
lead fraction during August.

[32] Although the 1-hour and 6-hour instantaneous and
daily averaged forcing with 6-hour time step show little
difference in ice thickness and snow depth, some interesting
differences are noted in surface albedo and lead fraction for
the daily averaged forcing. These differences are most
apparent after mid-July, when the average ice thickness
has diminished to ~1 m and the lead fraction is rapidly
increasing in response to a storm. The daily averaged
forcing results in a significantly lower surface albedo during
summer. The lower albedo values in late June through mid-
July arise from more meltwater forming because of the
absence of a diurnal cycle in solar radiation. The lower

albedo then results in more ice melting and a larger lead
fraction in August.

3.2. Comparison of Different Surface Forcing Data
Sets

[33] Figure 3 compares the simulated annual cycles using
SHEBA observations (1-hour resolution and time step),
ECMWF (1-hour resolution and time step), NCEP (6-hour
resolution and time step), and POLES (1-day resolution and
time step). There are several notable differences among the
simulations. ECMWF shows a relatively high summertime
surface albedo, low lead fraction during August, and rela-
tively thick ice at the end of the annual cycle. NCEP shows
high lead fraction and low surface albedo during August.
POLES shows relatively low surface albedo during July but
diminished lead fraction and enhanced snow accumulation in
August and September. These differences can be related to
differences in surface forcing (as well as time step) as follows.

[34] NCEP lead fraction during August and September is
high (and the surface albedo is low) owing to the high bias
in NCEP net surface downwelling radiation flux during this
period. In spite of the NCEP high bias during July as well
the NCEP surface albedo shows fairly good agreement with
the baseline SHEBA simulation and, if anything, is slightly
higher than the baseline simulation. In late June and early
July the relatively large NCEP net downwelling radiation
flux is compensated by a relatively low amount of melt-
water from snow, producing melt pond fraction and surface
albedo that is similar to the SHEBA baseline forcing.
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Around July 17, NCEP analyses produce strong cooling
(note there was an observed clear event at this time), which
resulted in freezing of the ponds and a corresponding
increase in surface albedo.

[35] ECMWF shows a relatively high summertime sur-
face albedo, which is related directly to relatively small
amount of melt ponds that form. The ECMWF snow depth
at the end of May is very close to the baseline SHEBA
simulations, and the ECMWF net downwelling surface
radiation flux in July is slightly high relative to the observed
SHEBA values (Figure 1). The reason that ECMWF melt
ponds show little development appears to be associated with
the relatively low ECMWF summertime values of surface
air temperature and humidity, which results in high values
of sensible and latent heat fluxes that cool the surface. This
surface cooling is sufficient to cause nocturnal freezing of
the ponds, diminishing their development. The overall
thicker ice and high amount of snowfall in August result
in a much smaller lead fraction during August.

[36] The POLES simulation produces slightly lower
albedos during late June and July than does the baseline
SHEBA simulation. This appears to arise from a combina-
tion of enhanced meltwater from the larger snow accumu-
lation, slightly positive net downwelling radiation flux, and
the 1-day time step that diminishes the possibility of
nocturnal freezing of melt ponds. The greatest difference
between the POLES and the baseline SHEBA simulation is
the timing of the freeze-up of the leads, which occurs in
mid-August for the POLES forcing, owing to a negative
bias in net downwelling radiative flux (inferred from Figure
1) and relatively heavy snowfall in August.

4. Summary and Conclusions

[37] This study has evaluated different atmospheric data
sets used for forcing sea ice models, focusing on data sets
that have at least daily resolution. Specifically, the following
data parameters were examined: (1) surface wind speed, (2)
surface air temperature, (3) surface air humidity, (4)
downwelling longwave radiation flux, (5) downwelling
shortwave radiation flux, and (6) precipitation. The data
sets that were evaluated were NCEP, ECMWF, and POLES
analyses. These data sets were evaluated against the
SHEBA data, which were obtained from a drifting ice
station during the period October 1997 through October
1998. Comparison of these data sets shows the following.
The POLES data compared well with observations except
for the surface wind speeds. Recent efforts to convert the
POLES geostrophic winds to actual 10-m wind speeds (J.
Francis, personal communication, 2000) should improve
this. The variables from NCEP analyses showed reasonable
agreement with SHEBA data for all data parameters except
for the radiation fluxes. The biases in the NCEP radiation
fluxes are consistent with insufficient clouds predicted by
the model. The ECMWF values compare quite well with the
SHEBA observations except for a high bias in surface air
temperature and humidity. With a new surface albedo
parameterization being incorporated into the ECMWF
model, surface temperature predictions are more accurate
(M. Miller, personal communication, 1999).

[38] The impact of errors in these data sets on a sea ice
model is assessed by using a single-column ice thickness
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distribution model, which is alternately forced with in situ
measurements from SHEBA and the NCEP, ECMWE, and
POLES analyses. The simulation using ECMWF forcing
shows a relatively high summertime surface albedo, low
lead fraction during August, and relatively thick ice at the
end of the annual cycle. The simulation using NCEP forcing
shows high lead fraction and low surface albedo during
August. The simulations using POLES forcing show rela-
tively low surface albedo during July but diminished lead
fraction and enhanced snow accumulation in August and
September. These differences were related to differences in
surface forcing as well as to the temporal resolution of the
forcing. The most critical aspects of the surface forcing
appear to be the late spring and late summer snowfall
(amount and timing), midsummer cooling events (either
nocturnal, storms, or clear sky events) that result in the
freezing of melt ponds, and bias in summertime net
downwelling radiation flux.

[39] It is not entirely clear to what extent the results of
this study can be generalized to infer the suitability of the
NCEP, ECMWF, and POLES analyses for forcing large-
scale sea ice models. In simulation of a single annual cycle,
the effects of long-term biases do not have sufficient time to
accumulate and the differences in simulations might be
much larger if long-term or equilibrium simulations were
conducted. On the other hand, the differences between the
simulations found here might be larger than for simulations
of thicker ice and using a less complicated model. The
relatively thin ice at SHEBA (at least 1 m thinner than
expected from sea ice thickness climatologies in this region)
makes the simulations more sensitive to surface heat flux
perturbations or errors. The complex surface albedo param-
eterization and explicit treatment of melt ponds in the model
used here produces a stronger ice-albedo feedback than
models with simpler treatments of these processes [e.g.,
Curry et al., 1995, 2001]. Additional studies testing differ-
ent forcing data sets (for both the Arctic and Antarctic) for a
hierarchy of model types and for longer a simulation period
are needed to definitively address this issue. However,
observations on this timescale and space scale are presently
lacking to evaluate such sea ice model simulations.
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